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Instructions:

1. Verify and ensure that the question paper is completely printed.
2. Any discrepancies or questions about the exam paper must be reported to the COE within I

hour after the examination.
3. Students must check the course title and course code before answering the questions.

PART-A

Anslver r\LL questions. Each answer carries ONE mark. [1x10:l0l
1. Which of the following best describes a deterministic experiment?

a) An experiment that gives the same outcome every time under the same conditions

b) An experiment where outcomes are nncerlain

c) An experirnent involving probabilities

d) An experiment that depends on extemal factors

2. According 1o Bayes' Theorem. the probability of an event occurring given that another event has

already occurred is called:

a) Independent probability

b) Dependent probability

c) Conditional probability

d) Sample space probability

3. Which of the follo{ving statements is true about a discrete random variable?

a) It can take infinitely rnany values within an inter,zal.

b) It takes countable, distinct values.

c) It is aluays continuous.

d) lt is always normally clistributed.

4. Which of the follorving cor:rectly defines the Moment Generating Function (MGF)?

a) A function that generates the probability rnass function (PMF)

b) A function used to determine all moments of a probability distribution

c) A function that detennines the mode of a distribution

d) A function that finds the probability of independent events
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5. The rnarginal probabiiity distribution of a variable is obtained by:

a) Taking the ratio of the joint probability distribution

b) Summing (or integrating) the joint probability distribution over the other variable

c) Differentiating the cumulative distribution function (CDF)

d) Finding the conditional probability

Which of the following is a property of a bivariate random variable's Moment Generating Function

(lvlcF)'/

a) It uniquely deterrnines the joint distribution

b) It is always equal to I

c) It is only defined for discrete random variables

d) It is independent of expectations

The Negative Binomial distribution is a generalization of which other discrete distribution'l

a) Poisson distribution

h) Ceometnc distribution

c) Hypergeometric distribution

d) Discrete unilbrm distribution

The standard deviation of a Binomial distribution w'ith paralneters n (number of trials) and p

{probability of srtccess) is given by:

a) np(\- p) b) np c)nzp d)

9. Which ol'the follorving is a property of a Unifom (Rectangular) distribution over la,b]?

a) Probability density function (PDF) is constant.

b) Mean is alwa-vs zero.

c) Variance is atrways equal to the mean.

d) It is only defined for discrete variables.

10. The probability density function (pdf) of the Exponential distribution is given by

f (x) = tre-t',x ) O.What is its mean?

6.

7"

8.

a) I u11
1

c) A2 d) -1.'12

PART-B

Answer any TEN questions. Each answer carries TWO marks. [ 2 x l0:20]
1 1. Distinguish between mutuaily exclusive events and exhaustive events.

12. State the addition theorem of probability for two events.

I 3. Def-rne conditionai probability.

14. Define the distribution function and mention its properlies.

15. Distinguish between the probability mass frrnction and the probability density function.
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16. Define variance of a probability distribution. How is standard deviation related to variance?

17. How do we obtain the marginal probability distribution from a joint probability distribution?

18. What is the moment generating function of the sum of two random variables if the variables are

independent?

19. If X and Y are independent, how does this affect the expectation of their sum?

20. Defi ne hypergeometric distribution

21. Define beta distribution of the second kind.

22. Obtain the MGF of a rectangular distribution.

PART-C

Answer any FOUR questions. Each answer carries FIVE marks. [ 4 r 5:20]
23. For any three events A, B and C, show that P(AUB I C) : P(A lC) + P(R lC) - p(AnB lC)

24. Explain skewness and kuftosis of a probability distribution.

25. Erplain the probabiiity distribution and the cumulative distribution ti;nction and their propefiies in the

case ofa discrete random variable.

26. Show'that the expected value of the sum of tu,o random variabies X and Y is the sum of,the respective

expectations.

27. Expiain how the joint PDF can be obtained from the marginal and conditional distributions.

2 8. Shou' that the urean and variance of a Poisson distribution coincide.

PART-D

Ansrver anr THREE questions. Each anslver carries TEN marks. [3 x t0:301
29. a) State the rotal probability larv.

b) State and prove Bayes'theorem. [3-r7]
30. Explain the importanr momenrs of a probabllity distribution. 110]

3 1 . Discuss covariance and correlation coefficient and explain their propefiies. I10]
32' Derive the mean, variattce, and moment generating function of a binomial distribution with parameters

n and p. [3+4+3]
33. Derive the mornen{generating function of a normal distribution with parameters p and o. ll0]
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